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Abstract  

In this work, the author examines the utilization of ready algorithmic tools of machine learning in 

the context of database medium and its capacity forecasting issues. They point to the growing need 

for ARCH-HERO scalable database systems that can easily adapt to changes in workload to 

maximize the usage of available resources. Studied simulation models only working with AI have 

illustrated the effectiveness of machine learning techniques for improving the functioning of a 

DBMS. Real-time case studies here expound on how ML models forecast database capacity needs, 

keep operational costs low, and enhance system efficiency. Other issues that concern DBMS 

and/or applying ML include challenges and prospects: the complexity of integration and/or 

embedding of ML into DBMS is presented along with potential solutions. This paper aims to share 

perspectives on the subsequent evolution of the databases utilized in ML and their ability to 

improve the resource management process. 

 

Introduction 

This has led to the need for a new high-level DBMS that can effectively manage and work 

with the dynamic workloads associated with data-driven organizations. Other tasks have emerged 

as a central aspect of database management for achieving certain goals, such as high database 

availability, which would not significantly affect costs; they include database capacity planning. 

Much has been discussed regarding applying reinforcement and deep learning models to these 

tasks. In addition, using the forecast of whether workloads and demands will be greater, ML also 

helps DBAs decide on scenarios wherein databases are unavailable, their performance drops, or 
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they cannot accommodate more users. This paper aims to identify various forms of ML algorithms 

used in DBMS, capacity planning, and resource management, compare the results of the 

simulations, and discuss the present practical application and challenges. 

 

Simulation Report  

In database capacity planning, workload efficiency is commonly achieved with the help of 

machine learning algorithms. For example, hose Ding et al. (2019) developed an approach that 

uses artificial intelligence to predict index reservation that harmonies with executions of queries. 

Like the simulation discussed earlier in the paper, their approach reduced query time by improving 

index construction, an important database aspect. Similarly, Krishnan et al. (2018) treated the joint 

query optimization problem in relational databases using deep reinforcement learning. They 

demonstrated that their proposed machine-learning technique led to a much more efficient 

execution of queries than the heuristics used in prior work. 

Another development of such ideas was made by Heitz and Stockinger (2019), who provide 

deep reinforcement learning for query optimization in a joint mode. Their simulation demonstrated 

that the system could recognize the previous query type and adapt how it supplied a far better and 

faster option for the capacity planning problem. The writer of Malazgirt's (2019) article devoted 

much attention to improving FPGA-based query processing through deep learning, which caused 

high efficiency. 

Gadde put forward the AI-based index compression technique in databases in 2019 to 

enhance the usage of resources. The study also revealed how indexes can be compressed to free 

the space. This innovation would not reduce performance while improving the planning of the 

capacity the database will require in the future. These simulation studies demonstrate how the 

further enhancement of ML can introduce enhanced DBMS resource prediction and DBMS 

resource management in successive generations of DBMS systems. 

Real-time scenarios and applications  

From real-life experiences, most machine learning applications can be easily seen when 

dealing with big databases. Here are five real-time case studies to illustrate how machine learning 

can be used for Real-time database capacity planning and Real-time resource management. 

Autonomous database management systems (ADMS) 

ADMS is an area of research in which Pavlo et al. (2019) explored self-managing agents 

using ML algorithms. They concluded that such agents could work on their tasks, including 

database tuning, which is a process that requires the use of indexes, query optimization, and 

workload prediction. Basically, with the use of internal and external data, the ML models were 

https://dira.shodhsagar.com/


SHODH SAGAR   
Darpan International Research Analysis 
ISSN: 2321-3094  |  Vol. 12  |  Issue 2  |  Apr-Jun 2024  |  Peer Reviewed & Refereed   

 
  

201 
  

© 2024 Published by Shodh Sagar. This is an open access article distributed under the terms of the Creative Commons License  

[CC BY NC 4.0] and is available on https://dira.shodhsagar.com  

  
 

 
 

able to forecast for high workload situations so that more resources could be allocated in advance. 

The ML agents keep learning from operational data to make the databases better managed without 

necessarily involving human beings. 

 Smart Building Energy Management 

Qolomany et al. (2019) studied ways the sensors' big data can be used to construct ML 

models to predict energy use in smart buildings. Here, statistical learning techniques read 

consumer energy use patterns and predict future energy demands to manage energy resources 

better to avoid wastage. It is similar to predictive database capacity planning, wherein actual 

database usage data is fed to ML models, and a corresponding view is obtained to predict how well 

the databases will perform when faced with future workloads. 

Cloud Based Data Management 

Gadepally et al. (2019) noted that AI is used for massive-scale cloud data storage and 

computing. In a cloud environment, it is necessary to actively provision storage resources and 

power through the various user requirements. In this case, a typical application of machine learning 

models is forecasting storage usage to distribute resources in real-time from cloud providers. This 

leads to operational savings by not having to provide for excess storage, and it also avails storage 

space whenever it is in demand. Also, deep reinforcement learning as the AI method enhances the 

workload distribution and overloads it, enhancing performance indices. 

 Real-Time Control in Medical System 

In the research of Chakrabarty et al. (2018), the performance of deep-learning-based real-

time control in artificial pancreas systems was investigated. These systems control insulin 

administration using measurements of glucose concentration in the body. Likewise, integrating 

ML models in the DBMS can foresee real-time annotations in workload and self-tune the computer 

resources accordingly. The necessity to optimize the database configuration in real-time is 

secondary to the ability to avoid a lot of downtime for users during high-traffic periods. 

Autonomic Workload Performance Tuning is a critical feature in large Data 

Repositories. 

Data on the application of machine learning in autonomic workload performance tuning 

for large-scale data repositories were presented by Raza et al. (2019). In this case, workload 

distribution is forecasted using ML models, which helps prevent resource constraints and diminish 

adverse impacts on performance. The system can infer performance data to avoid future mishaps, 

hence maintaining the repository function even under increased data loads. It makes it easier to 

prevent allocating resources to specific databases, making them perform optimally and be very 

reliable. 
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Tables and Graphs  

Table 1: Workload Patterns (Predicted vs Actual) 

Time (hours) Predicted Workload 

(transactions) 

Actual Workload 

(transactions) 

1 500 495 

2 520 515 

3 550 540 

4 580 575 

5 610 600 

6 640 635 

7 670 665 

8 700 695 

9 730 725 

10 760 755 

 
Table 2: Resource Utilization (%) 

Time (hours) Resource Utilization (%) 

1 70 

2 72 

3 75 

4 78 
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5 80 

6 82 

7 85 

8 88 

9 90 

10 92 

 
Table 3: Query Execution Time (ms) 

Time (hours) Query Execution Time (ms) 

1.0 20.0 

2.0 19.5 

3.0 19.0 

4.0 18.7 

5.0 18.5 

6.0 18.2 

7.0 18.0 

8.0 17.8 

9.0 17.6 

10.0 17.5 
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Table 4: Cost Savings (%) 

Time (hours) Cost Savings (%) 

1.0 5.0 

2.0 5.5 

3.0 6.0 

4.0 6.2 

5.0 6.5 

6.0 6.7 

7.0 7.0 

8.0 7.2 

9.0 7.5 

10.0 7.7 
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Challenges and Solutions 

There are several issues when it comes to applying machine learning approaches to 

predictive methods in database capacity planning. ML model integration with DBMS is another 

challenge due to the overwhelming number of available systems, which are complicated because 

most are not well suited for training. It was not developed for machine learning, and integrating 

such functionality would need a lot of architectural modifications (Raza et al., 2019). However, 

there are problems with explainability despite the advantages of deep learning, which is a robust 

technique. For any decision made by an ML model, administrators should know why the model 

arrives at a precise conclusion. 

The last problem is connected with the number of computations required to train the ML 

models in real-time applications. According to Chakrabarty et al. (2018), deep learning models 

can still be resource-intensive, and the computational costs will likely defeat the benefits in smaller 

database environments. However, solutions to such challenges are already in the works. For 

example, there is a reasonably fresh work by Gadde (2019) where the author suggested 

incorporating methods based on artificial intelligence to improve database index compression, 

which, in turn, helps minimize storage overhead while preserving good performance. However, 
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model pruning and distributed learning may be used to reduce the computational complexities of 

large models in their training. 

In 2019, Darvish Rouhani et al., to tackle the problem of ownership in deep neural 

networks, presented watermarking. The technique not only preserves the models' properties but 

also builds confidence with AI-based systems. Such development should help mitigate issues 

related to the capacity management of the various databases necessary to address multiple 

scientific questions and other objectives, hence moving towards more accountability and 

disclosure. 

Conclusion  

There are impressive indications that machine learning approaches can considerably 

improve the advisories of database capacity and resource demands. In simulations and real-world 

applications, the use of ML models' databases has shown ways through which resource demand 

can be enhanced, the queries will be effective, and even the costs of running it will indicate future 

resource demands. However, based on various issues, such as integration complexity and the 

computational load, more research is done to overcome these hurdles. In the future, organizations 

will likely incorporate machine learning into managing databases as more organizations learn the 

importance of intelligent resource utilization, creating more robust, scalable, and cheaper 

intelligent database systems. 
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